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Reminder

Definition of Markov bases (recall from Lecture 13)

MB definition
Given: A, any two tables u, v for which Au = Av
Markov basis = {b1 . . . , bn} ⊂ ker A
* there exists a choice of basis vectors satisfying

u + bi1 + · · · + biN = v ,

* each partial sum must result in a non-negative vector.

Before we state the fundamental theorem of MB, let’s look at two examples

Note: we will discuss the meaning of all terms in the theorem!
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Figure 1: Example from Garcia-Puente
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Figure 2: Example from Garcia-Puente
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The weight of the evidence: conditional p-value

Prob(observing v at least as ’extreme’ as u | given marginals Au).

compute all such tables
give each a score : χ2(u) =

∑
ij

(uij −Eij )2

Eij
, where Eij = E(uij).

count the fraction more extreme than u.
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The Fundamental Theorem of Markov bases (FTMB)

Theorem (Diaconis-Sturmfels, AOS ’98)
A set of moves is a Markov basis for the log-linear model A if and only if
the corresponding set of binomials is a generating set of the ideal IA.

1 −1 0
−1 1 0
0 0 0

,
−1 0 1
0 0 0
1 0 −1

,
0 0 0
0 1 −1
0 −1 1

.

x11x22 − x12x21, x13x31 − x11x33, x22x33 − x23x32.

Do we know how to compute this
ideal?

Macaulay2: toricMarkov(A)

[What is... a Markov basis?, AMS Notices, August 2019]
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The algebra
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Metropolis-Hastings

Show example from Garcia-Puente: slides 22-23

Link to slides 22-23
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https://github.com/Sondzus/algstat561/blob/main/Lecture14-MetropolisExample-GarciaTutorial-slides22-23.pdf


Show algorithm from Danai G: slide 27
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https://people.kth.se/~solus/alg-stat-4.pdf


Summary: testing goodness of fit of a model

Goal
Test model goodness of fit (“Model validation problem’ ’)

Given: candidate model P + one gobs ,
decide (w/ high degree of confidence) whether gobs can be regarded as
a draw from some distribution Pθ0 ∈ P.

Requires:
A valid GoF statistic (measure of distance between gobs and Pθ0).
Distribution of GoF must not depend on unknown parameters

Conditioning on the sufficient statistics t(g)
=⇒ distribution independent of parameters.

For log-linear models, Markov bases are use to sample from the conditional
distribution given observed sufficient statistics.
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Reading

Markov bases and Metropolis-Hastings - that is the start of Section 9.2.
include example 201-202 culminating with Proposition 9.2.10.
look out for Felix’s talk in april!
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