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Objectives

Wrap up introductory overview of maximum likelihood estimation
there will be more material on this from chapter 7 soon!
see an example with observed data for the model of 2× 2 independence.

Understand the setup of exponential families.
broad class of models
structure ↔ sufficient statistics, MLE, etc.

Material:

Sourced from chapter 6 (“exponential families”) of the textbook. Other
resources provided in subsequent links.
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Maximum likelihood estimation

Figure 1: Source: K.Kubjas
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Log-likelihood function

Figure 2: Source: K.Kubjas
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Score equations

Figure 3: Source: K.Kubjas
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Example: the independence model 2× 2

Figure 4: Source: K.Kubjas
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Exponential families
An exponential family is a
parametric statistical model
with probability distributions of
a certain form.
General enough to include
many of the most common
families of probability
distributions:

multivariate normal
exponential
Poisson
binomial (with fixed number
of trials)

Specific enough to have nice
properties:

likelihood function is strictly
concave [next lecture]
have conjugate priors.

Objectives
What is an exponential family?
How to find the polynomial
ideal of an exponential family?

Discrete exponential models:
Hypothesis testing [future
lecture]
Gaussian exponential
submodels: Conditional
independence implications
[past lecture]
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Exponential families
Let X be a random variable taking values in a set X .

An exponential family is the set of probability distributions whose probability
mass function or density function can be expressed as

fθ(x) = h(x)eη(θ)′T (x)−A(θ),

for a given statistic T (x) : X → Rk , natural parameter η(θ) : Θ→ Rk ,
and functions h : X → R≥0 and A : Θ→ R.

Three equivalent forms:

fθ(x) = h(x)eη(θ)′T (x)−A(θ),

fθ(x) = h(x)g(θ)eη(θ)′T (x),

fθ(x) = eη(θ)′T (x)−A(θ)+B(x).
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Example: Bernoulli

Figure 5: Source: Michael I. Jordan’s notes on exponenial families
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Example: binomial distribution.
X ∼ Bin(r , θ), X = {0, . . . , r}.

p(x) =
(

r
x

)
θx (1− θ)r−x =

=
(

r
x

)
exp

[(
log θ

1− θ

)
x + r log(1− θ)

]
.

Question: What are the k, T , η, h, A in this example?
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]
.

Question: What are the k, T , η, h, A in this example?

1. k = 1, T (x) = log θ
1−θ ,η = x ,h =

(r
x
)
,A = −r log(1− θ)

2. k = 1, T (x) = x ,η = log θ
1−θ ,h =
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)
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(r
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x + r log(1− θ)
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Question: What are the k, T , η, h, A in this example?

1. k = 1, T (x) = log θ
1−θ ,η = x ,h =

(r
x
)
,A = −r log(1− θ). ← wrong,

because T should not depend on the parameters.

2. k = 1, T (x) = x ,η = log θ
1−θ ,h =

(r
x
)
,A = −r log(1− θ) ← correct.

3. k = 2, T (x) = (x , r − x), η = (θ, 1− θ), h =
(r

x
)
, A = 0.← wrong.
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Canonical form

fθ(x) = h(x)eη(θ)′T (x)−A(θ).

If η(θ) = θ, then the exp.fam. is said to be in canonical form.
By defining a transformed parameter η = η(θ), it is always possible to
convert an exponential family to canonical form.
The function A is determined by the other functions: It makes the pdf
(pmf) to integrate (sum) to one. Thus it can be written as a function
of η.
The canonical form is fη(x) = h(x)eη′T (x)−A(η).
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Independence model in canonical form
Task
Write down the model of independence of two random variables, M1 ⊥⊥ 2, in
exponential family form.

Here are the key steps:

Starting point is the parametric description of the model as you know
it: The probability of observing the data count table u is given by∏

1≤i≤r1,1≤j≤r2(αiβj)uij .

The product can be written using the same log-exp trick:

∏
1≤i≤r1,1≤j≤r2

(αiβj)uij = exp

∑
ij

uij log(αiβj)

 = ...

This will be useful to you on the homework, and in several projects.

Note: Compare your work to the outline that is on the next slide, right
column! 12 / 19



Discrete exponential families
. . . There has got to be a general strategy so we don’t have to work
through all the algebra every time?

Note that we can use the fact that ea·b = ea · eb to write the last
quantity from the previous slide in product form.

Notation
X a discrete random variable
X ∈ [r ].
T (x) = ax , writing as a vector:
ax = (a1x , . . . , akx )t

h(x) = hx , so h = (h1, . . . , hr )
is also a vector (of positive real
numbers)
η = (η1, . . . , ηk)t and
θi = exp ηi .

pη(x) = h(x)eηtT (x)−A(η) =

= hxe
∑

i ηi aix −A(η) = hx
∏

i
eηi aix −A(η)

= hx
∏

i
(eη

i )aix e−A(η) = hx
∏

i
θaix

i
1

Z (θ) ,

where Z (θ) =
∑

x∈[r ] hx
∏

j θ
ajx
j .
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pθ(x) ∝ 1
Z (θ)hx

∏
i

θaix
i .

If ajx are integers for all j and x , then the parametrizing functions are
rational functions.
The entires ajx can be recorded in matrix: A = (ajx )j∈[k],x∈[r ] ∈ Zk×r .
For each value x of X , the monomial

∏
j θ

ajx
j ↔ a column of A.
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pθ(x) ∝ 1
Z (θ)hx

∏
i

θaix
i .

Example: binomial random variable with three trials
Let X be the result of one trial, and we are interested in counting the
number of successes in three consecutive trials.
There are two parameters, θ = (θ1, θ2). Let
θ1 = P(X = 0), θ2 = P(X = 1).
Take h = (1, 3, 3, 1) and A =?

Design matrix recipe
Columns of A are exponents of the parametrization of each given state.

P(no 0)=θ3
2, P(one 0)=θ1θ2

2, P(two 0s)=θ2
1θ2, P(three 0s)=θ3

1.

So. . . For the value x = 0, the corresopnding column ai0 should be [0, 3]t .

A =
[
0 1 2 3
3 2 1 0

]
.
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The previous slide should be compared to slide 7 in this lecture.
See also the example 6.2.5 in the book. “Twisted cubic”
Finally, note that if

A =
[
0 1 2 3
3 2 1 0

]

and h = [1, 1, 1, 1], then the parametric model equals:

pθ = 1
Z (θ)(θ3

2, θ1θ2
2, θ2

1θ2, θ3
1),

where Z (θ) = θ3
2 + θ1θ2

2 + θ2
1θ2 + θ3

1.

As I wrote on the board, the vector (θ3
2, θ1θ2

2, θ2
1θ2, θ3

1) can be
summarized by the matrix of exponents A, and if you know which row
corresponds to which parameter exactly, then you recover the full
parametrization.
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Coming up next

log-affine models
what to do with the h function in the parametrization of an
exponential family model (nothing!)
is there an “easy” way to compute the implicitization of all discrete
exponential families.
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Other reading, resources, and a task!

Eliana Duarte’s summer school lectures include these slides on
[exponential families: an algebraic statistics perspective], see page
13-18. link will be provided ASAP.

Michael I. Jordan’s chapter on exponential families provides another
resource equivalent to the background in Chapter 6.

Martin Wainwright’s notes on how to turn a multinomial model into an
exponential family form are on page 6 of this document.

You should try this on your own. Fill out all the details of writing
down the independence model M1 ⊥⊥ 2, for example, in exponential
family form.
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https://people.eecs.berkeley.edu/~jordan/courses/260-spring10/other-readings/chapter8.pdf
https://www.stat.berkeley.edu/~mjwain/Fall2012_Stat241a/reader_ch8.pdf


License

Major parts of this presentation are from Kaie Kubjas’ course lectures, used
with permission.

This document is created for Math/Stat 561, Spring 2023.

All materials posted on this page are licensed under a Creative Commons
Attribution-NonCommercial-ShareAlike 4.0 International License.
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